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Abstract
Crowdsourcing is an arising collaborative approach applicable among many other applications to the area of language and speech
processing. In fact, the use of crowdsourcing was already applied in the field of speech processing with promising results. However,
only few studies investigated the use of crowdsourcing in computational paralinguistics. In this contribution, we propose a novel
evaluator for crowdsourced-based ratings termed Weighted Trustability Evaluator (WTE) which is computed from the rater-dependent
consistency over the test questions. We further investigate the reliability of crowdsourced annotations as compared to the ones obtained
with traditional labelling procedures, such as constrained listening experiments in laboratories or in controlled environments. This
comparison includes an in-depth analysis of obtainable classification performances. The experiments were conducted on the Speaker
Likability Database (SLD) already used in the INTERSPEECH Challenge 2012, and the results lend further weight to the assumption
that crowdsourcing can be applied as a reliable annotation source for computational paralinguistics given a sufficient number of raters
and suited measurements of their reliability.
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1. Introduction
Computational paralinguistics deals with the computer-
based analysis and synthesis of paralinguistic phenomena.
As opposed to many related phenomena, such as speakers
states and traits, the term involves related fields such as so-
cial signal processing (Vinciarelli et al., 2012) and affec-
tive computing (Picard, 2000). A suitable definition can be
potentially given in an ‘ex-negativo’ fashion: it comprises
everything that is not dealt within phonetics or linguistics
(Schuller and Batliner, 2014).
The success of supervised machine learning techniques for
paralinguistic tasks depends highly on the quality of the ex-
isting labelled training data and therefore on the quality of
the labels. The manual annotation of data by an expert
is the primary way of gathering labelled training data for
speech recognition. This way of getting the labels can be
very time-consuming and expensive (Tarasov et al., 2010;
Ambati et al., 2010; Hsueh et al., 2009; Kittur et al., 2008).
Furthermore, the labels have to be estimated from the sub-
jective opinion of a small number of experts who can often
disagree on the labels (Tarasov et al., 2010; Donmez et al.,
2009; Raykar et al., 2010).
This paper proposes an alternative way to gather anno-
tated data for paralinguistic tasks with the use of non-
professional annotators via crowdsourcing. Recently, with
the access to crowdsourcing services such as Mechanical
Turk1 and CrowdFlower2, it has become easier to get labels
from multiple non-expert annotators.
Laboratory studies allow us, as researchers, to control many
variables during the experiments. However, there are con-
siderable differences in the environment between crowd-

1https://www.mturk.com
2http://www.crowdflower.com

sourcing workers and the traditional laboratory subjects.
Therefore, trusting the work of the participant is only one
of the many differences between crowdsourcing and labo-
ratory environments. For instance, a crowdsourcing worker
might not be completely concentrated on the task as he
might be in a controlled laboratory environment.
However, it has been shown that the application of crowd-
sourcing can offer a fast and effective way to get labels
(Tarasov et al., 2010; Hsueh et al., 2009) that are of the
same quality as those from experts (Tarasov et al., 2010;
Snow et al., 2008) at lower costs (Tarasov et al., 2010; Am-
bati et al., 2010).

1.1. Related Work
The idea of crowdsourcing was already applied in earlier
works for several tasks. One of the earlier crowdsourc-
ing studies in the field of language and speech process-
ing was carried out to create speech and language data
(Callison-Burch and Dredze, 2010), and for transcription
of non-native speech (Evanini et al., 2010), or spoken lan-
guage (Marge et al., 2010). Zaidan and Callison-Burch
(2011) evaluated the quality of translations gathered from
non-professionals and tried to increase the quality with spe-
cial applied mechanisms. A comparison of crowdsourced
data and data annotated via a university laboratory was per-
formed in (Smucker and Jethani, 2011) by measuring the
participants’ judging behaviours and their relevance. Hsueh
et al. (2009) proposed a study on quality management of
crowdsourced data and examined the quality of the anno-
tation data from expert annotators in a research lab and
non-expert annotators from the internet applying the three
criteria: noise level, sentiment ambiguity, and lexical un-
certainty. Subsequently, in order to increase the quality
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management of crowdsourced results, an algorithm which
generates a scalar score representing the inherent quality of
each worker was implemented by Ipeirotis et al. (2010).

1.2. Contribution of this Work
We suggest a novel method for the use of crowdsourced rat-
ings and introduce the novel Weighted Trustability Evalua-
tor (WTE). The WTE is computed from the rater-dependent
accuracy over the given test questions to be annotated and is
based on the weights of the ratings derived from the trusta-
bility of the rater. In this contribution, we further inves-
tigate the reliability of crowdsourced annotations as com-
pared to the ones obtained in the ‘traditional’ labelling ex-
periments. This comparison includes an in-depth analysis
of obtainable classification performances. Finally, we con-
clude that crowdsourcing can be applied as a reliable anno-
tation source for computational paralinguistics tasks given
a sufficient number of raters and suited measurements of
their reliability. Besides, to our best knowledge, only few
studies investigated the use of crowdsourcing in the area of
computational paralinguistics.
The paper is structured as follows: first, a description of
the database used during experiments is given (Section 2).
Then, Section 3 reports the way of gathering the labelled
data via subjects in traditional laboratory experiments and
via non-professionals with the use of crowdsourcing. In
Section 4 we define the experimental tasks, the acoustic
features, the set-up and the evaluation procedures. Results
are presented in Section 5 before concluding the paper in
Section 6.

2. The Speaker Likability Database (SLD)
For our experiments, we used the Speaker Likability
Database (SLD) which is provided by Burkhardt et al.
(2011) and was used in the INTERSPEECH Challenge
2012 (Schuller et al., 2012) and subsequently evaluated in
(Eyben et al., 2013). The SLD is a subset of the German
Agender Database (Burkhardt et al., 2010), which was orig-
inally recorded to study automatic age and gender recogni-
tion from telephone speech. The speech is recorded over
fixed and mobile telephone lines at a sample rate of 8 kHz.
The database contains 18 utterance types taken from a set
listed in detail in (Burkhardt et al., 2010). For the SLD an
age and gender balanced set of 800 speakers is selected.
For each speaker, the longest sentence consisting of a com-
mand embedded in a free sentence is used, in order to keep
the effort for judging the data by many listeners as low as
possible. The SLD serves to evaluate features and algo-
rithms for the detection of speaker age, gender and the av-
erage subjective likability of the speaker’s voice by others.
It is given with distinct definition of training, development,
and test partitions, incorporating speaker independence, as
needed in most real-life settings.

3. Gathering the Annotations
3.1. Laboratory Experiments
For our experiments with labelled data from traditional lab-
oratory procedures, we used the annotated data of the SLD
provided by (Burkhardt et al., 2011). Age, Gender and lika-
bility ratings of the data were established by presenting the

stimuli to 32 participants (17 male, 15 female, aged 20–42
years, mean=28.6, standard deviation=5.4). To control the
effects of gender and age group on the ratings, the stim-
uli were presented in six blocks with a single gender/age
group. To mitigate the effects of fatigue or boredom, each
of the 32 participants rated only three out of the six blocks
in randomised order with a short break between each block.
The order of stimuli within each block was randomised for
each participant as well. Furthermore, the participants were
instructed to rate the stimuli according to their likability,
without taking into account sentence content or transmis-
sion quality. The rating of the likability was done on a
seven-point Likert scale. All participants were paid for their
service. (Burkhardt et al., 2011; Schuller et al., 2012).
To establish a consensus from the individual likability rat-
ings (16 per instance), the Evaluator Weighted Estimator
(EWE) (Grimm and Kroschel, 2005) was used. The EWE is
a weighted mean, with weights corresponding to the reliabi-
lity of each rater, which is the cross-correlation of her / his
rating with the mean rating (over all raters). Hence, the
EWE is – slightly adapted to our needs – defined as

x̂EWE
n =

1∑K
k=1rk

K∑
k=1

rkx̂n,k, (1)

where rk is the reliability of the k-th rater. For each rater,
the cross-correlation is computed only on the block of sti-
muli s(he) rated. In general, the raters exhibit varying reli-
ability ranging from a cross-correlation of .057 to .697.

3.2. Crowdsourcing
We examine the idea of creating further annotations for
the SLD data via the crowdsourcing service CrowdFlower2.
For our experiments we hired non-professional raters, and
asked them to annotate the audio data for speaker gender
and likability with the same set-up for better reproducibil-
ity.
In this study, we used the CrowdFlower interface and pre-
pared a front-end using the CrowdFlower Markup Lan-
guage (CML) and custom JavaScript. Furthermore, we
used the interface to calibrate our task for changing pa-
rameters such as the amount of time required to complete
a rating task, and the desired accuracy level to derive the
payment.
However, crowdsourcing is prone to spammers trying to get
paid without performing the task. Raters are given a low
wage, and they are working in their own uncontrolled en-
vironments. For those reasons in order to ensure a high
quality of the crowdsourced ratings, we adopted Crowd-
Flowers’ quality control system of test question tasks, by
pairing data items with correct responses. Due to the fact
that the original dataset already has professional reference
annotations, it allowed us to objectively and quantitatively
compare the quality of our gathered non-professional rat-
ings with respect to the existing ratings from the lab. We
assumed that the performance obtained with laboratory par-
ticipants should be considered as a ‘ground truth’ reference.
Within the annotation procedure, the test questions are au-
tomatically mixed into the stream of regular tasks. If the
accuracy – defined as trustability – of a worker, measured
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Table 1: Top ten origin countries of the raters.
Rank # Country # Raters

1. Romania 1.637
2. India 1.114
3. United Kingdom 1.026
4. Spain 943
5. Turkey 888
6. Italy 824
7. Serbia 760
8. Bulgaria 745
9. Russia 713

10. Ukraine 624

by the number of test questions passed over the total num-
ber of test questions seen by the rater, drops below 90 %,
we decided to not accept the worker for any further tasks.
CrowdFlower claims that error rates are reduced by a fac-
tor of two when test questions are used2. All raters of the
crowdsourced labels had a trustability over 90 % and thus
passed our qualification test.
The selected raters labelled the audio data from different
countries all over the world. We provide the details on the
raters distribution per country in Table 1, showing the ten
most frequent countries.
For each audio file we received 20 ratings, for a total of
16 000 ratings from different raters. Since we do not have
a crowdsourced-based rating for each file coming from
the same subject, the EWE is not applicable. Therefore,
we established the Weighted Trustability Evaluator (WTE),
based on the weights of the ratings derived from the trusta-
bility of the rater. The WTE is a weighted mean over all
raters for an utterance. The weights are computed from the
trustability of a rater, which is derived from the number of
correct test answers over the total number of test questions.
The WTE is defined as:

x̂WTE
n =

1∑N
k=1 tk

N∑
k=1

tk xn,k (2)

with tk =
Pk

M
, (3)

where tk is the trustability of the k-th rater, computed from
the P correct answers over M questions.
In the INTERSPEECH 2012 Speaker Trait Challenge
(Schuller et al., 2012) the EWE was discretised into the
two classes ‘likable’ (L) and ‘non-likable’ (NL). While the
given original annotation provides likability in multiple lev-
els, for our experiments the EWE rating was discretised
into the three classes ‘likable’ (L), ‘neutral’ (N) and ‘non-
likable’ (NL) based on the EWE rating of all stimuli in the
SLD (Schuller et al., 2012; Burkhardt et al., 2011; Eyben et
al., 2013). For our experiments, the WTE was also discre-
tised into the three classes ‘likable’ (L), ‘neutral’ (N) and
‘non-likable’ (NL). The respective detailed partition into a
training, development, and test set can be found in Table 2.
Since both EWE and WTE ratings were discretised into
these three classes, we can observe the distribution of EWE
and WTE ratings in two histograms depicted in Figure 1.
The histograms show the normalised EWE and WTE with

Table 2: Partitioning of the SLD into training, development,
and test set for the gender task (top), the 2-class likability
task (middle), and the 3-class likability task (bottom). Num-
ber of instances for the laboratory and crowdsourcing la-
bels are given. (F: female / M: male, L: likable / N: neutral
/ NL: non-likable).

Laboratory Crowdsourcing
SLD # Train Devel Test Train Devel Test
F 199 89 115 197 90 114
M 195 89 113 197 88 114
L 189 92 119 348 128 156
NL 205 86 109 46 50 72
L 91 35 54 53 82 99
N 174 75 93 276 81 114
NL 129 68 81 65 15 15

Σ 394 178 228 394 178 228
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Figure 1: Normalised EWE and WTE histograms with a
range [-1,1] and a fixed threshold equal to 0 to obtain the
three discrete classes. The WTE ratings have a mean value
closer to 0 and a lower standard variation than the EWE
rating.

a range [-1,1] and as in (Grimm and Kroschel, 2005), we
used a fixed threshold equal to 0 for the EWE and WTE to
obtain the three discrete classes. It seems that, the WTE
ratings have a mean value closer to 0 and a lower standard
variation than the EWE ratings.

4. Experiments

In the following, we validate the effectiveness of our sug-
gested novel approach by describing first the experimental
tasks, then the feature sets and experimental setup, and fi-
nally our evaluation and analysis criteria.
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Table 3: Unweighted Average Recall (UAR) and Weighted Average Recall (WAR) for the 2-class and 3-class Likability
tasks. Shown are the best performances obtained with traditional ratings (EWE), and crowdsourced ratings (WTE) using
SVM with linear kernel. Cross-label results are also shown by training with EWE labels and testing with WTE ratings,
and vice-versa. C: complexity parameter, optimised on the development set. Average results are computed over different
complexities and different WTE and EWE thresholds.

Task Chance EWE WTE EWE vs WTE WTE vs EWE
Level C UAR (WAR) C UAR (WAR) C UAR (WAR) C UAR (WAR)

Likability 2-class
{L, NL} 50.0 10−2 59.5 (59.6) 10−3 60.2 (64.5) 10−1 57.4 (57.5) 10−2 59.2 (60.1)

Likability 3-class
{L, N, NL} 33.3 10−2 45.7 (46.5) 10−2 58.6 (57.0) 10−3 35.3 (36.7) 10−3 45.5 (43.8)
Average 33.3 - 41.6 (43.6) - 48.1 (52.3) - 33.5 (36.7) - 40.5 (41.8)

4.1. Experimental Tasks

Three tasks were evaluated: gender, 2-class likability, and
3-class likability. The gender task concerns the classfica-
tion of male, and female subjects. In the original INTER-
SPEECH 2012 Speaker Trait Challenge (Schuller et al.,
2012) condition the likability task aims to distinguish be-
tween likable and non-likable vocal expressions. Subse-
quently, in addition to this the likability task was performed
as 3-class task covering the recognition of likable, neutral,
and non-likable vocal expressions. A first evaluation of the
effectiveness of the crowdsourced ratings is carried out on
the gender task. Then, we evaluate crowdsourcing on the
likability tasks.

4.2. Acoustic Features

For better reproducibility the acoustic feature set used
in our experiments corresponds to the feature set of the
INTERSPEECH 2012 Speaker Trait Challenge (Schuller
et al., 2012). We use the open-source openSMILE fea-
ture extractor (Eyben et al., 2010) to ‘brute-force’ a high-
dimensional feature set by applying statistical functionals
to frame-wise low-level descriptors (LLDs), which com-
prise energy, spectral, and voicing related LLDs. Regard-
ing functionals, we aim at a compromise between a broad
variety of functionals, including mean, min, max, and mo-
ments. Altogether, the INTERSPEECH 2012 Speaker Trait
Challenge feature set contains 6 125 features.

4.3. Setup

Also, for better reproducibility we applied the same set-up
used in the INTERSPEECH 2012 Speaker Trait Challenge
(Schuller et al., 2012). Adopting the Weka toolkit (Hall
et al., 2009), Support Vector Machines (SVMs) with linear
kernel were trained with the Sequential Minimal Optimiza-
tion (SMO) algorithm. SVMs have been chosen as classi-
fier since they are a well known standard method for com-
putational paralinguistics. SVMs are discriminative clas-
sifiers which do not require large amounts of training data,
making them especially suited for our task. The SVM train-
ing has been made at different complexity constant values
C ∈ {10−5, 10−4, 10−3, 10−2, 10−1, 1}. The 3-class clas-
sification problem is handled by constructing exhaustive
pairwise one-vs-one SVMs.

Table 4: Unweighted Average Recall (UAR) and Weighted
Average Recall (WAR) for the 2-class gender task. Shown
are the best performances obtained with traditional ratings
(EWE), and crowdsourced ratings (WTE) using SVM with
linear kernel. Cross-label results are also shown by train-
ing with EWE labels and testing with WTE ratings, and
vice-versa. C: complexity parameter, optimised on the de-
velopment set.

Ratings C UAR (WAR) AUC
EWE 10−2 96.1 (96.1) 98.9
WTE 10−1 95.6 (95.6) 97.8
EWE vs WTE 10−2 95.6 (95.6) 97.8
WTE vs EWE 10−1 96.0 (96.1) 98.0

4.4. Evaluation
As evaluation measure, we stick with unweighted aver-
age recall (UAR) as used in (Schuller et al., 2011). In
the given case of two classes (‘X’ and ‘NX’), it is cal-
culated as (Recall(X)+Recall(NX))/2, in the given case of
the three classes (‘X’, ‘MX’ and ‘NX’), it is calculated
as (Recall(X)+Recall(MX)+Recall(NX))/3, i. e., the num-
ber of instances per class is ignored by intention. The mo-
tivation to consider unweighted average recall rather than
weighted average recall (WAR) is that it is also meaning-
ful for highly unbalanced distributions of instances among
classes, and for more than two classes. In the case of equal
distribution, UAR and WAR naturally resemble each other.
The evaluation is performed on the test set, where we re-
train the models using the training and development set.

5. Results
5.1. Gender
Using the gathered labels, we investigated the efficacy of
our crowdsourcing framework in providing reliable ratings.
We first evaluated the gender task which is trivial, but still
it is worth mentioning as an initial proof-of-concept.
Therefore, we compared performances achieved using the
labels obtained from the laboratory and crowdsourcing an-
notators. Table 4 shows the results obtained with labora-
tory ratings (EWE), and crowdsourced ratings (WTE). We
further performed cross-label experiments in order to com-
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pare the EWE-based and WTE-based systems under mis-
matched conditions.
EWE and WTE show similar performances up to 96.1 %
and 95.6 % UAR, respectively. As an additional metric,
we also provided results in terms of area under the curve
(AUC) on which we achieve performances up to 98.9 % and
97.8 % respectively for EWE and WTE. Subsequently, we
achieved similar performances also in the cross-label exper-
iments providing a further indication that our crowdsourced
labels can reliably be used in this task.

5.2. Likability
Table 3 shows the best performances for the 2-class task
obtained with traditional ratings (EWE) up to 59.5 % UAR.
For crowdsourced ratings (WTE) results up to 60.2 % UAR
were archived. In addition, we show cross-label results by
training with EWE labels and testing with WTE ratings,
and vice-versa. We can observe the best results for EWE
testing with WTE labels of up to 57.4 % UAR, and WTE
testing with EWE labels of up to 59.2 % UAR, respectively.
Besides the comparison with state-of-the-art performances,
we also applied an alternative 3-class discretisation by in-
troducing the neutral class. More specifically, the 3-class
task was computed averaging different complexities and
different WTE and EWE thresholds. The best result was
obtained with the thresholds between -0.14 and 0.14 for
EWE and -0.17 and 0.08 for WTE.
The second row of Table 3 shows the performances for
the 3-class task, up to 45.7 % UAR (41.6 % UAR on av-
erage) for EWE. The WTE archived results up to 58.6 %
UAR (48.1 % UAR on average), showing an improved per-
formance against EWE. The cross-label results show best
results for EWE testing with WTE labels of up to 35.3 %
UAR (33.5 % UAR on average), and WTE testing with
EWE labels of up to 45.5 % UAR (40.5 % UAR on aver-
age), respectively.
For all performances obtained, the 3-class task provided
better performance compared to the 2-class task. Compar-
ing the cross-label results for the 3-class task and the 2-
class task, we observe further improvement using the WTE
instead of EWE. The proposed WTE seems to be more ro-
bust under cross-label evaluation, with a significant abso-
lute improvement (one-tailed z-test (Smucker et al., 2007),
p<0.01) of 12.9 % UAR against the traditional ratings com-
ing from different raters.

6. Conclusions
We proposed a novel evaluator for crowdsourced-based rat-
ings termed Weighted Trustability Evaluator (WTE) which
is computed from the rater-dependent consistency over the
test questions. We further investigated the reliability of
crowdsourced annotations as compared to the ones ob-
tained from different annotators with traditional labelling
procedures. This comparison showed a significant im-
provement in performances against the traditional labels of
up to 12.9 % absolute improvement. Additionally, cross-
label experiments showed, that WTE-based labels seem to
perform more robustly. The experiments were conducted
on the Speaker Likability Database (SLD) already used in
the INTERSPEECH Challenge 2012. The caveat has to be

made that this is a pilot study, with a limited number of
samples per class; the results will be reviewed and verified
with larger databases and crowdsourced ratings collected in
the future. However, the results lend further weight to the
assumption that crowdsourcing can be applied as a reliable
annotation source for computational paralinguistics given
a sufficient number of raters and suited measurements of
their reliability.
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